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Abstract—Due to the highly stochastic nature of biological sys-
tems, the systematic design, validation, and verification of systems
for biomedical experiments in laboratory and clinical applications
are complex activities. This paper presents a platform framework
for the modeling of these biological components in the context of
system-level analysis. By integrating models of biological systems
with those of physical engineering systems, one can obtain a set of
potential architectures that satisfy the requirement specifications
of the application. Such models can aid in the analysis of biomedi-
cal systems intended for applications in medical science, where the
stochastic elements are the biological components themselves. A
prototype application is presented that implements this platform
framework for the development of a microfluidic assay device for
the study of antibacterial treatments of bacterial biofilms. The
results of our work indicate that looking forward, platforms will
facilitate early validation and verification of biomedical devices,
and enable the development of more efficient and effective experi-
mental biomedical systems.

Index Terms—Biological system modeling, biomedical engineer-
ing, system-level design, systems engineering.

I. INTRODUCTION

MODEL-BASED systems engineering (MBSE) proce-
dures are concerned with the development of modern-

day systems through the use of models as opposed to documents.
As engineering systems become increasingly complex, a key
challenge is maintaining designer productivity and good eco-
nomics through the use of strategic approaches to system-level
design [1]. Within the worlds of large-scale electronic systems
and automobile design, platform abstractions are appealing to
designers because they provide a means to simplify design
concerns and efficiently explore the space of potentially good
design solutions [2], [3]. During the past few decades, the
biomedical research community has focused their efforts on the
development of devices to support a wide range of experimental
purposes. The design of these devices is complicated by the
stochastic nature of biological systems, and the large range of
spatial and temporal scales that are of interest to researchers
and clinicians. Present-day procedures for the synthesis and
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design of system-level architectures for experimental setups
have remained largely ad hoc, although it is clear that reuse
of “good architectural designs” from one experimental setup
to the next would have performance and economic benefits. A
second key weakness is the lack of an explicit pathway from
biological and engineering concerns to features of an experi-
mental setup, the data that are measured, and the algorithms that
process it into information for decision making. The existence
of such a pathway, which is known as traceability in the MBSE
community, increases the accuracy and completeness of the
design process as a whole and provides a means to model
cause-and-effect relationships between experimental purposes
and observed biological conditions. In turn, this capability
improves the quality of decision making that is possible dur-
ing experimental procedures and in the longer term, redesign
of experimental facilities. A few investigators have recently
applied platform ideas to the design and implementation of
very specific systems involving biological and biosynthesis
applications [4], [5]. In a first step toward closing these gaps,
the main contribution of this paper is an exploration for how
platform abstractions can also add value to the system-level
design of experimental biomedical systems.

A. Experimental Biomedical Systems

Biomedical systems designed for experimental purposes are
a vital aspect of today’s medical field, from bench-top sys-
tems driving advances in biological science to bedside point-
of-care devices in the clinical realm. Devices aiding medical
researchers in advancing the science and knowledge of phys-
iological processes allow for the continued development of
new medicines and treatment methods. Similarly, devices that
are capable of providing accurate diagnoses and prognoses of
patients are necessary if this developing knowledge is to help
clinicians improve the health and safety of future generations.

The difficulty in developing systems for biomedical assays
is complicated immensely by the variant nature of biological
systems [6]. The growth of living organisms is dependent
upon a large number of factors unique to each system, in-
cluding physiological processes, genetics, and environmental
conditions. Thus, the same set of system inputs do not always
result in the same set of outputs, making the design, validation,
and verification of biomedical devices exceedingly difficult.
Furthermore, systems designed for experimental purposes in
the biomedical field are becoming progressively more technical
[7]. Researchers are now interested in biological processes at
the molecular level in an effort to treat ailments at their source,
whereas clinicians desire tools capable of faster, more accurate,
and less invasive patient analysis. Due to this added com-
plexity, the development of biomedical systems is becoming
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Fig. 1. Surface reconstruction of a bacterial biofilm grown in a microfluidic
device, showing the highly variant nature of commonly studied biological
systems.

increasingly difficult and costly, since current methods for
system-level design are not capable of evaluating the highly
stochastic properties of biological components [6]. Looking
forward, new methods of designing experimental biomedical
devices are needed if advances in medical science and treatment
are to maintain or accelerate their current pace. The knowledge
disconnect that exists between biological and engineering do-
mains only aids in further compounding this design problem
[6]. Due to the complex nature of biological systems, extensive
knowledge of the field is typically limited to biologists and
clinicians who are well versed in their areas of expertise [8].

A good case study for engineering experimental biomedical
systems is the treatment of bacterial biofilms. The growth of
bacterial biofilms, such as that shown in Fig. 1, for example,
has been linked to as many as 65% of all microbial infections
in the human body [9]. Biofilms are complex communities
composed of communicating groups of bacteria, as shown in
green/red in Fig. 1, and an extracellular matrix (ECM), as
shown in blue [10]. The presence of the ECM limits molecular
diffusion within the biofilm, whereas bacterial gene exchange
in the biofilm structure promotes the development of antibiotic
resistance [10], [11]. As a result, bacterial biofilms often require
500–5000 times the concentration of antibiotics for effective
treatment compared with bacterial suspensions, making them
of great interest in public health fields [12]. Such communities
of microbes naturally display stochastic growth characteristics,
making prediction of their development a limiting factor to
design engineers working toward new methods of treating or
investigating these biological systems. Thus, while biologists
or clinicians may understand the intricacies of the biological
system but not the technologies required to address their ap-
plication, the design engineer may understand the state-of-the-
art but lack the clinical background to apply this knowledge to
applications involving biological systems.

B. Integration of Biological and Engineering System Domains

To address this problem, design techniques must implement
a method enabling validation and verification of system per-
formance in the context of highly stochastic biological com-
ponents, thereby assimilating the two domains [6]. Drawing

upon the capabilities of systems engineering tools to model
systems in the design phase, the development of platforms
for engineering experimental devices is a large step toward
producing more effective biomedical systems.

Fig. 2 presents the method by which these platforms allow for
the integration of biological and engineering system domains.
The application space defined by the clinician or biologist
provides the necessary knowledge to model the operation of
stochastic biological components. The developed platforms
then allow for the integration of biological models with po-
tential system architectures to create an overall design space
that can effectively address the system requirements. In order
to capitalize upon the added capabilities of such a technique,
two key tenets of this paper are that: 1) engineers must develop
methods to succinctly model a breadth of biological systems;
and 2) these models must be able to integrate with system-
level models capable of describing the performance of the
entire engineering system. Current methods and techniques for
experimental biomedical-device development simply are not
capable of such full-system modeling.

II. SCOPE AND OBJECTIVES

In order to address the limitations of current design methods
for experimental biomedical systems, the work here presents
platforms for the modeling, validation, and verification of de-
vice systems that contain highly stochastic biological compo-
nents. By integrating models of biological systems with those of
physical engineering systems, one can obtain a set of potential
architectures that satisfy the requirement specifications of the
application. Such models can aid in the analysis of biomedical
systems intended for applications in medical science, where the
stochastic elements are the biological components themselves.
The models can also help with systems for patient diagnosis and
prognosis, in which the stochastic elements are the physiologi-
cal responses of patients to a particular assay.

By successfully implementing such platforms, device de-
signers and engineers can ensure that results obtained from
experimental tests are trustworthy representations of biological
system development. These same techniques can also prevent
unstable operation of the final system architecture by enabling
early detection of design flaws that would be otherwise unfore-
seeable using traditional design methods. Fig. 3 shows ways
to implement these concepts at various levels of abstraction.
Semiformal models of the proposed system architecture, using
modeling languages, such as the Unified Modeling Language
(UML) and System Modeling Language (SysML) [13] can pro-
vide engineers with a high-level understanding of system per-
formance and the nature of the design space, thus aiding in more
efficient and cost-effective redesign, validation, and verifica-
tion. These semiformal models are supported at lower levels of
abstraction through detailed simulations of the system, includ-
ing components to embody the stochastic biological elements.
Integrating these stochastic components with well-defined
physical systems enables researchers to place more confidence
in the experimental testing of biomedical devices than they
could previously. The benefits of this approach are far reach-
ing: engineers, biologists, and clinicians can work together
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Fig. 2. Design space is defined by: 1) an application space driven by biology; and 2) an architecture space driven by engineering.

Fig. 3. Abstraction as a tool for the design of biomedical systems with integrated models of stochastic biological components.

Fig. 4. SysML activity diagram showing the process flow of typical biomedical experiments.

to develop devices that are best suited for their applications,
and thus most beneficial to clinicians, patients, and medical
researchers.

III. EXPERIMENTAL BIOMEDICAL SYSTEMS

A. Experimental Processes

A typical experimental process utilizing a device architecture
is shown in Fig. 4. The researcher or clinician begins with
a hypothesis about their subject that is developed from prior

data or patient symptoms [14], [15]. For a medical researcher
or systems biologist, this hypothesis may involve a parameter
or process that the experiment is intended to verify. Exam-
ples commonly include a metabolic process, the effects of a
compound on a biological system (such as a candidate drug),
or verification of the unique characteristics of a particular
organism. For the clinician, a hypothesis may involve a patient
diagnosis or prognosis, or may be geared toward determining
an effective treatment for a patient’s patient verified medical
condition. With this hypothesis in place, an experiment begins
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Fig. 5. High-level system architecture of biomedical device performance.

under ideally controlled conditions. At the conclusion of the es-
tablished assay, the researcher or clinician inspects the outcome
to determine whether the test was successful, or if alterations
or repetition of the experiment is required. Due to the highly
stochastic nature of biological systems, such a feedback process
is common in order to verify experimental results. The goal
of the design engineer is to develop device systems that can
aid in reducing the number of iterations needed to achieve a
required level of confidence in the result. This is particularly
important in clinical applications due to the patient discomfort
often associated with invasive testing (for instance, prick tests
to determine skin allergies). Similarly, current medical research
often utilizes high cost, low throughput methods of testing,
giving strong motivation for the development of methods to
limit the number of iterations needed to verify an experiment.

In order to break from the current limiting approach to bio-
medical device development, new techniques are needed to aid
in the maturation of new device systems. The novel platforms
presented here are a first step toward such methods, which
can increase the overall efficiency of both device development
and the operation of the devices themselves by optimizing the
interactions of biological elements with the physical system.

B. Architectures for Experimental Biomedical Systems

While the physical structure of biomedical devices is diverse
and typically suited to the needs of the particular applica-
tion, most systems can be abstracted to the system architec-
ture shown in Fig. 5. System inputs are typically comprised
of a number of different domains, including environmental
conditions and actuation or application conditions (that is,
what is done to the biological system during the experiment).
Depending upon the requirements of the assay, the physical
device system can take any number of forms but will typically
have three distinct structural elements: 1) a way to contain
or integrate with the biological system or sample; 2) a way
to control experimental conditions; and 3) a way to integrate
with a sensor network for detection. The sensing mechanisms
utilized for experimental devices also vary depending upon the
application, although they typically aim to optimize a tradeoff
between minimal invasiveness and achieving the required de-
tection limit and sensitivity of the application. The cumulative
effect of the physical system’s interactions with the biological
element results in a set of potential experimental results, each
having a unique probability of occurrence. These probabilities
are dependent upon the stochastic biological system, providing
at the simulation level a range of statistically relevant outcomes
that can be used to confirm experimental results.

Fig. 6 provides a high-level implementation of the system
elements and their interactions at the component and sub-
component levels. Most biomedical devices are constructed
through a similar architecture, providing strong support for the
development of generalized platforms for experimental device
engineering. The platforms subsequently discussed exhibit a
flexible structure that can be adapted to numerous applications
in the biomedical field, thus expanding the scope and influence
of this paper. The development of libraries of components to
represent physical system and sensory network elements would
aid in the efficient development of new devices and the adapta-
tion of existing devices to new application areas. Additionally,
formal platforms capable of integrating such libraries with
models of the stochastic biological components enable full-
system modeling. This modeling can effectively aid efficient
and proper design, validation, and verification of biomedical
systems. Implementation of such a platform using existing
systems languages like UML and SysML takes advantage of
the maturity of these engineering tools, where implementing
extensions to other modeling domains is a well-established
practice. A tool for the succinct mathematical modeling of
stochastic biomedical components would be such an extension
of this platform.

IV. MATHEMATICAL MODELING OF

BIOLOGICAL SYSTEMS

In order to enable analysis of biomedical-device performance,
engineers and designers require tools capable of accurately
modeling the development of biological system components.
These models must be able to simulate the development of the
biological system over time, as well as predict changes of the
biological system due to experimental conditions. In doing so,
these models can then be integrated with higher level models of
the overall experimental device to complete the platform archi-
tecture. A number of modeling methods exist for biomedical
systems, and these methods differ in their modularity, imple-
mentation, and overall accuracy. We focus on one particular
method, Markov chains and hidden Markov models, as par-
ticularly suitable for biomedical device applications [15]–[18].

A. Markov Chains and Hidden Markov Models

Markov chains and hidden Markov models provide a method
of modeling probabilistic systems with finite states [18]. While
this method has existed for over a century, only recently has
it begun to see significant use in engineering applications to
understand the development of systems over time. Additionally,
Markov chains and hidden Markov models have been used in a
number of other fields to model and predict the development of
highly stochastic biological and population schema in order to
emulate and predict their function [17], [19]–[21].

A Markov chain model can be easily visualized as a set
of states, each with a probability of propagation to a future
state. Fig. 7 shows a simple Markov chain. Each state of the
Markov chain model represents a physical system state, with
arrows showing the probability (aXY ) of propagation from
state X to state Y in one time step. The sum of all propagation
probabilities from each state must sum to 1.0, with feedback or
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Fig. 6. SysML state machines of biomedical device components.

Fig. 7. Markov chain showing propagation between system states.

steady-state operation between states also being possible. Ad-
ditionally, segmentation and hierarchical Markov chain models
are also possible, where the probabilities of a state’s propaga-
tion may be dependent upon the current state. Such a technique
is easily scalable and enables the effective modeling of highly
complex systems in a manner that is intuitive, adaptable, and
quick to implement or alter [18].

Hidden Markov models are an extension of the Markov chain
concept, where the Markov chain or network of interacting
Markov chains are developed based on observed real-world
performance. Behavior of a system, be it discrete in nature or
a continuous spectrum, is tracked and documented. A Markov
model is then developed to fit the system performance. This
model then enables further analysis or prediction of future
system functionality [18]. These models appear “hidden” to the
model developer, who may not initially know how system states
are related to the probabilities that govern fluctuation between
states.

These characteristics make the use of Markov chain models
and Hidden Markov models a preferred method for the rep-
resentation of biological systems. Highly complex biological
phenomena have already been modeled with considerable suc-
cess through the use of Markov chains. Kim et al. [17] have
successfully developed a Markov model for the progression
of melanoma in patients, where data were based upon the

predictive relationships between 587 independent genes. By de-
termining the factors of greatest importance to the development
of the melanoma cells, a Markov model describing ten inter-
acting genes was produced that very nearly matched the real-
world development of the system (steady-state convergence of
all states was higher than 0.05 significance level). Since the
development of a biological system, such as melanoma, is a
continuous spectrum, physical states are lumped to collective
state vectors, thus enabling a succinct analysis of the biology.
This same technique can be expanded to any number of other
biological systems at varying levels of abstraction. A medical
researcher in the field may be interested in the physiological
changes of a system at the molecular level, thus encouraging the
development of a Markov model to emulate these processes in
the context of a larger biological system. Similarly, a practicing
clinician may be more interested in overall patient response
to a particular assay, thus encouraging the development of a
Markov model to predict system response at a higher level of
abstraction.

In each case, such a technique is extremely valuable to a
system designer attempting to develop biomedical devices for
these varied applications. Established techniques are generally
available to provide biological system data in all but the most
complex instances. Systems biologists and medical researchers
can utilize these data to formulate simplified models of the
highly complex biological systems that, in turn, become valu-
able assets to the design engineers. The intuitive nature of
Markov models enables the engineer to not only design and
simulate a system with stochastic biological components but
also to bridge the knowledge gap between complex biology and
the engineering of complex biomedical devices [15], [22]. In
doing so, the validation, verification, and potential redesign of
a physical system for experimental biomedical applications can
be optimized to a point that is not currently achievable using
established system modeling techniques.
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Fig. 8. Platform implementation for engineering experimental biomedical device systems.

V. PLATFORM IMPLEMENTATION

By combining the modeling mechanisms available for phys-
ical engineering systems with the Markov modeling techniques
presented for biological systems, a comprehensive platform is
realized for the full-system design of experimental biomedical
devices. Borrowing from the high-level system architecture in
Figs. 5 and 6, this framework platform creates a union of the
biological and engineering domains that enables the simulation
of a full biomedical system. Fig. 8 showcases how such a
union is achieved, where the biological element is modeled as
a component in the system architecture.

It is possible to model the full-system architecture by using
established modeling platforms, such as UML and SysML,
since many of them have reached a level of maturity to support
extensions to other languages and tools. In order to utilize
the platform for overall engineering of the biomedical system,
the implementation process follows a straightforward path. The
following high-level view of this process outlines the steps
useful for the holistic design of experimental biomedical sys-
tems, where the implementation of these steps is application
dependent:

1) Gather relevant data of the biological system at a level of
abstraction coincident with the application requirements.
These data will be used to formulate a Markov model of
the biological system component.

2) Formulate a Markov model describing the biological
component. An iterative process is often used to achieve
convergence of such a model, as well as to define the
appropriate segmentation of finite states for continuous
systems [17], [18].

3) Represent the validated Markov model using a tool capa-
ble of integrating with the physical system model. This
biological element will exist as an extension from the
modeling platform (e.g., SysML or UML) used to define
the larger device system.

4) Design the proposed physical device components and
how these components relate using the modeling plat-
form. An additional component should be also repre-
sented in the system model that will extend to the bio-
logical component.

5) Perform simulation, validation, and verification of the
complete system model. The results of these analyses will
provide a means of redesign and device optimization for
the particular experimental application.

The outputs generated from this system analysis provide a
range of potential experiment outputs based on the operation
of the physical system and the development of the stochastic
biological system. The value of obtaining such a resultant set is
paramount to the design engineer, as it allows them to directly
address real-world concerns that are not otherwise visible in the
design phase. In the prototyping phase of device development
and beyond, this same analysis can be used to verify proper
device operation to confirm the results of experiments and
to detect and avoid undesirable system performance. Such
analyses are currently difficult and exceedingly time consuming
using established methods, giving a platform for experimental
biomedical-device development considerable value to the med-
ical field as a whole.

VI. MEDICAL DRUG SCREENING FOR

ANTIBIOTIC DEVELOPMENT

This section presents a prototype application of the presented
platform for engineering experimental biomedical systems.
Drug screening for the development of new pharmaceuticals
is a major area of concentration in the biomedical field. In
order to enable high-throughput screening of prospective an-
tibiotics for bacterial infections, a microsystem was devel-
oped that is capable of arrayed experiments and non-invasive
sensing.
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Fig. 9. Bacterial imaging is performed using confocal microscopy and the microfluidic device is fabricated using soft lithography in system outputs
polydimethylsiloxane. The sensors are charge-coupled devices with 128 × 1 pixel arrays.

A. Prototype Application

The developed system contains all of the architectural com-
ponents previously mentioned in this article. A microfluidic
platform provides a physical module capable of containing an
environment suitable to the development of a biological sys-
tem, in this case an infectious bacterial biofilm. Additionally,
a sensor network external to the microfluidic device enables
continuous monitoring of bacterial growth or colony formation,
where the cumulative outputs of the system can have a range of
possibilities depending upon the stochastic biological system.
Such architecture makes this application an ideal candidate for
the use of the proposed design platform, since reliance on the
biological component makes system performance difficult to
predict.

The device itself utilizes a microfluidic channel to grow bac-
terial biofilms under controlled conditions. The mature biofilms
are then treated with candidate drugs in order to determine
their levels of efficacy in depleting the bacterial films. Bacte-
rial cultures, growth media, and the candidate antibiotics are
supplied to the device via interface tubing, which allows an
external syringe pump to control flow rates in the system.
Sensing of bacterial growth is achieved through optical density
(OD) detection. As the biofilm grows, it becomes increasingly
absorbent to incident light (optically dense), thereby enabling
biofilm monitoring via the amount of light transmitted through
a biofilm sample [23]. Sensing of this transmission is achieved
by a 1-D array of photopixels placed underneath of the mi-
crofluidic growth chamber, where the analog voltage output
of a particular pixel in the array is inversely proportional to
the biofilm OD in the corresponding region of the microfluidic
chamber. In practice, each pixel of the array is periodically
polled, e.g., every 5 min, to obtain data indicating the OD of the
biofilm within the microfluidic channel proximate to each pixel

at that point in time. The change in OD for a region of biofilm
corresponding to a particular pixel of the array can be traced
over time by computing a change in OD. Similarly, the optical
densities measured by each pixel of the array may be averaged
to determine an estimate of the overall OD of the biofilm in the
microfluidic channel at a particular time. An estimation of
the overall biofilm OD can be computed each time the pixels of
the array are polled to determine the overall change in biofilm
OD with time. The change in OD (�OD) for a particular pixel
is computed as the negative logarithm of the ratio of the analog
voltage output by the pixel at a particular point in time to an
initial analog voltage output by the pixel (at time t = 0), i.e.,
�OD = − log 10(VCCD/VCCDo).

The advantage of this sensing mechanism is that it provides
a means of non-invasive and continuous detection of biofilm
growth that is otherwise difficult to obtain [24]. Additional
study of the biofilm is achievable through end-point measure-
ments of density and morphology using confocal microscopy.
Fig. 9 provides an overview of this architecture with the
system components highlighted via images of the prototyped
devices.

A Markov model of the bacterial biofilm component enables
the formal validation and verification of this biomedical sys-
tem. The current high-level model of the biofilm development
process is implemented through the use of the tool presented
by Yang. To investigate target characteristics of the network,
an engineer uses the software package to specify a network of
interacting Markov chains (referred to as Markov chain cells in
this paper) that simulates interactions in these cells. Through
reduction techniques utilizing symmetry in the Markov chain
network, highly complex models can be analyzed that would
otherwise go beyond the computational capacity of most
systems [25].
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Fig. 10. Visual representation of the biofilm Markov-model implementation.

The Markov chain network used to describe this system is
comprised of two distinct domains: the physical conditions of
the experiment that affect the bacterial biofilm and an array
of identical Markov cells to describe the biofilm structure.
Biofilm Markov cells represent discrete sections of the film
within the microfluidic chamber, where the state of each cell
is dependent upon the states of adjacent cells, as well as
the states of the experimental conditions. Fig. 10 shows the
abstraction of the bacterial biofilm system as it is currently
implemented and follows directly from the architecture pre-
sented in Fig. 3. As this Markov model continues to mature,
a clear path is to expand the model to a generalized 2-D biofilm
with a suite of influencing experimental factors. Such advance-
ments will permit the model’s use in any number of biomed-
ical design processes for applications dealing with bacterial
biofilms.

B. Modeling of a N-Cell Biofilm

An N-cell biofilm was modeled with two key experimental
condition variables: nutrient concentration in the system growth
media and damaging shear stress due to fluid flow around the
film. Each of these variables was provided binary values (low or
high), and the biofilm elements were simplified to a system of
three distinct states (reduced, moderate, and mature). The next-
iteration state of each biofilm element is dependent upon its
own cell’s current state, the current states of its adjacent cells,
and the current states of the experimental conditions. Using
Bayesian statistics, Yang et al. [25] found that the number of
states for the biofilm model was

X = 2 ∗ 2 ∗ 3N. (1)

Through the tool’s symmetry reduction methods, the system
simulation was condensed from this set of possible states to
a model with 0.75 ∗X number of states, a 25% decrease in
the overall model size. By establishing an observer in the
tool to track the number of biofilm cells in each of the three
developmental stages, a full spectrum of theoretical biofilm
growth characteristics is obtained that agrees with intuitive ex-
pectations (i.e., a near Gaussian profile). Future improvements
to this model and its implementation in the simulation tool
are expected to reduce this model even further, as previous
implementations of its symmetric reduction principles have
achieved orders-of-magnitude reductions in system size.

C. Experimental Device and Procedures

Analysis of the prototype device of Fig. 9 enables further im-
provements and development of the microsystem. To reduce the
footprint of the microsystem and the number of complex con-
nections to external fluid sources and flow rate controllers, six
microfluidic growth chambers and accompanying photopixel
arrays are integrated in parallel and on a single chip. The
photopixel arrays and supporting electronics are integrated on
a printed circuit board (PCB) fixed beneath and aligned to the
microfluidic channels, with external electrical connections to
the PCB occurring via a single pair of electrical connectors.

The resulting microsystem shown in Fig. 11 further opti-
mizes several critical factors of the drug screening device.
First, the microsystem features increased capabilities for par-
allel assays compared with traditional systems used in biofilm
studies, such as cell colony counting or fluorescent or confocal
microscopy, which require large-scale machinery to operate and
are limited to performing end-point measurements on a single
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Fig. 11. Full-system schematic of the integrated microsystem. The device is
based on a PCB platform supporting system electronics, external connectors,
and the charge-coupled devices used to detect changes in biofilm OD. Microflu-
idic channels formed in PDMS enable six parallel experiments on a single chip.
Patterned gold electrical contacts allow for electrical signals to be applied to
biofilms [26], [27].

Fig. 12. Spatiotemporal changes in biofilm OD over time. An E. coli biofilm
is matured in a microfluidic growth chamber over 48 h. Spatiotemporal mea-
surements obtained by a charge-coupled device integrated with the microfluidic
growth chamber are captured periodically to determine changes in biofilm
OD over time. The resulting data display spatiotemporal changes in biofilm
morphology, including the presence of dense biofilm segments flowing through
the microfluidic chamber, as well as static areas of high-density biofilm growth.

biofilm sample at a time. Second, the developed microsystem
uses reduced fluid sample volumes for drug screening exper-
iments on the scale of several microliters, as compared with
the milliliter volumes required in larger systems. Third, the de-
veloped microsystem provides capabilities for enhanced exper-
imental control, including temperature, sample flow rate, etc.,
as the developed system can be operated within environmental
control chambers, such as incubators and can utilize precise
instruments for providing fluid samples to the biofilms, such as
syringe pumps. The developed system provides increased sens-
ing reliability and precision through the use of robust electrical
connections in the integrated PCB and off-chip integration with
data acquisition and instrument automation software.

To evaluate the capabilities of the developed microsystem
for antibiotic drug screening, a series of biofilm growth ex-
periments are conducted, in which E. coli biofilms are ma-
tured within the microfluidic growth chambers and biofilm OD
measurements provide insight to average and spatiotemporal
changes in biofilm OD. Results of the studies obtained by
OD monitoring are verified through conventional microscopy
methods (not shown). Fig. 12 shows results of these studies, in
which spatiotemporal changes in biofilm OD are tracked over
a period of 48 h as the biofilm matures. Specifically, biofilm

OD measurements are periodically obtained by each pixel of
the 1-D array, such that spatiotemporal changes in OD can be
traced with time. As shown in Fig. 12, such spatiotemporal
changes can include the propagation of biofilm mass along
the microfluidic channel with time, as indicated by the left-
hand arrow in Fig. 12, as well as the growth of biofilm in a
fixed location in the microfluidic channel, as indicated by the
right-hand arrow of Fig. 12. By plotting spatiotemporal changes
in biofilm OD, one can gain increased insight into biofilm
development and treatment that is not obtainable by traditional
microscopy or cell colony counting methods.

VII. DISCUSSION

A. Experimental Biomedical System Capabilities
and Limitations

Our prototype application utilizes high-level system models
of bacterial biofilm structure and of an experimental device for
performing drug screening studies relating to the development
of antibiotic treatments. The current state of these models is
such that the modeling of biological system development and
experimental device operation are generally distinct from one
another. Simulation results pertaining to the biological biofilm
component are considered with respect to the development
of the device system, for example, to determine requirements
of the device system for detecting the presence of reduced,
moderate, and mature biofilms. Thus, the biofilm model rep-
resented by the Markov chain of interacting biofilm segments,
forms a basis for requirements development with respect to the
device system. The current biofilm model provides results that
track our expectations of biofilm growth, and can be described
in terms of environmental conditions, including flow-induced
shear stress and available nutrient concentrations within mi-
crofluidic growth chambers.

The biofilm model demonstrated in this paper represents
a proof of concept architecture for the modeling of bacterial
biofilms as biological systems. Consideration of additional en-
vironmental conditions, variables accounting for biofilm treat-
ments methods, and variables describing the biological biofilm
system can aid in increasing the accuracy and granularity of the
current bacterial biofilm model without losing the advantages
of abstracting the complex biological system [3], [4], [22].
Additionally, data from prior bacterial biofilm studies may be
integrated with learning techniques, such as the Viterbi method
and others, to further tune the established biofilm model.

While the current biofilm model functions as a separate entity
from the physical system model that defines the prototype drug
screening microsystem, results obtained from bacterial biofilm
simulations drive the design of the current drug screening
microsystem. This technique enables optimization of many
factors relating to the design of the device system, and further
interfacing of the device and biological system models will
further reduce the efforts of system developers, as modifications
in the device or biological system regimes will have traceable
effects on the operation of the device or on the development of
the modeled bacterial biofilm [1], [2]. As the biological system
model matures, we anticipate new applications to antibiotic
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treatments and/or industrial bacterial colonization will be pos-
sible, for example, to water purity [5].

B. Prototype Device for Drug Screening Applications

The prototype device system developed here has value be-
yond the presented work as a research tool for scientific studies
in microbiology and drug research by leveraging the unique
advantages of the platform. Integration of linear photopixel
arrays provides insight into both average and localized changes
biofilm OD, such as localized growth, detachment, or aggrega-
tion of biofilm mass. In comparison to traditional methods of
imaging biofilm structure and morphology, including confocal
and fluorescence microscopy, this platform demonstrates suffi-
cient resolution and detection limits for biofilm investigations
without the bulk or expense associated with these systems. As
discussed, modeling of the bacterial biofilm system aided the
tuning of design parameters relating to the prototype device, for
example, to ensure device sensitivity for the spectrum of biofilm
development stages. Furthermore, the high throughput exper-
imental capabilities of the platform, using controlled sample
flows and small volumes with high environmental control [28]–
[32], aids other microbiology studies that typically utilize static
growth environments and require time-consuming experiment
repetition due to the natural variance of microbial growth [24],
[33]. The developed platform enables the correlation of OD
measurements to other common measurements, such as optical
absorbance, with limited calibration. Additionally, in contrast
to traditional detection methods, such as confocal microscopy,
fluorescence microscopy, or bacterial colony counting, that are
limited to end-point evaluations of biofilm structure and den-
sity, the developed system enables monitoring of overall and
spatiotemporal biofilm changes in real time. The capabilities of
the developed prototype to perform high throughput drug screen-
ing tests with real-time, in situ measurement gives promise for
the continued development and use of the prototype system in
future microbiology and drug screening research efforts.

VIII. CONCLUSION AND FUTURE WORK

A. Conclusion

State-of-the-art procedures for the design of biomedical sys-
tems for experimental purposes are less than ideal. From the
standpoint of clinicians, patients, and medical researchers, the
causes of less-than-optimal system performance can often be
traced back to knowledge disconnects between biologists and
engineers. The platform solution proposed in this paper enables
the development of biomedical systems that consider both bio-
logical phenomena and engineering requirements in a unified
view, without the compromise of information that currently
characterizes device development in biological and biomedical
fields. Biomedical systems and biological experiments devel-
oped under this paradigm can achieve greater efficacy and
efficiency than is currently possible given the current methods
of device development.

The proposed method has been validated in an application
involving development of bacterial biofilms in microfluidic

devices. Markov chain models of biological systems were
developed and then integrated with device system models, the
latter being represented by visual modeling languages such as
UML and SysML. We have shown that system-level models
can describe the interactions between the stochastic biological
system and the physical device system. This combination of
system-level modeling abstraction and lower level modeling
abstraction enables formal validation and verification of the
biomedical-device system for experimental applications.

B. Future Work

To bring benefits of the proposed platform to fruition, our
future work will explore methods of integrating tools for mod-
eling biological systems with well-established device modeling
systems. This architectural framework will lay the foundation
for a collaborative effort between biologists, clinicians, and
systems engineers, leading to new libraries of biological and
device components to support the work of these disciplines.
These models will be extended into the experimental domain,
where the transient response of biological systems to changes
in experiment parameters and human interaction is of interest.
Looking ahead, there is a strong need for the integration of
biological system models, device system models, and biological
response or human interaction models, with the cumulative
model providing functional predictions of biomedical-device
performance in near real-world scenarios. Enhanced insight
will reduce the costs associated with device and experiment
redesign, and increase the confidence with which medical re-
searchers pursue drug development and discovery, biomedical
device development, and new testing methodologies.

REFERENCES

[1] T. W. Simpson et al., “Platform-based design and development: Current
trends and needs in industry,” in Proc. ASME Int. Des. Eng. Tech. Conf.,
Philadelphia, PA, USA, Sep. 10–13, 2006, pp. 801–810.

[2] P. Derler, E. A. Lee, and A. S. Sangiovanni-Vincentelli, “Modeling cyber-
physical system,” Proc. IEEE, vol. 100, no. 1, pp. 13–28, Jan. 2012.

[3] A. S. Sangiovanni-Vincentelli, “Quo Vadis, SLD? Reasoning about the
trends and challenges of system level design,” Proc. IEEE, vol. 95, no. 3,
pp. 467–506, Mar. 2007.

[4] S. K. Hong, K. H. Kim, J. K. Park, K. W. Jeong, and Y. Kim, “New
design platform for Malonyl-CoA-Acyl carrier protein transacylase,” Fed.
Biochem. Soc. Lett., vol. 584, no. 6, pp. 1240–1244, Mar. 2010.

[5] C. A. Morillas et al., “A design framework to model retinas,” Biosystems,
vol. 87, no. 2/3, pp. 156–163, Feb. 2007.

[6] D. Endy, “Foundations for engineering biology,” Nature, vol. 438, no. 24,
pp. 449–453, Nov. 2005.

[7] M. E. Csete and J. C. Doyle, “Reverse engineering of biological complex-
ity,” Science, vol. 295, no. 5560, pp. 1664–1669, Mar. 2002.

[8] Z. N. Oltvai and A. L. Barabasi, “Systems biology: Life’s complexity
pyramid,” Science, vol. 298, no. 5594, pp. 763–764, Oct. 2002.

[9] C. Potera, “Microbiology: Forging a link between biofilms and disease,”
Science, vol. 283, no. 5409, pp. 1837–1839, Mar. 1999.

[10] J. W. Costerton, P. S. Stewart, and E. P. Greenberg, “Bacterial biofilms:
A common cause of persistent infections,” Science, vol. 284, no. 5418,
pp. 1318–1322, May 1999.

[11] R. M. Donlan, “Biofilms and device-associated infections,” Emerging
Infec. Dis., vol. 7, no. 2, pp. 277–281, Mar./Apr. 2001.

[12] J. W. Costerton, B. Ellis, K. Lim, F. Johnson, and A. E. Khoury, “Mecha-
nism of electrical enhancement of efficacy of antibiotics in killing biofilm
bacteria,” Antimicrob. Agents Chemother., vol. 38, no. 12, pp. 2803–2809,
Dec. 1994.

[13] S. Fridenthal, A. Moore, and R. Steiner, A Practical Guide to SysML.
Boston, MA, USA: MK-OMG, 2008.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

MOSTELLER et al.: PLATFORMS FOR ENGINEERING BIOMEDICAL EXPERIMENTS 11

[14] C. J. Tomlin and J. D. Axelrod, “Understanding biology by reverse
engineering the control,” Proc. Nat. Acad. Sci. USA, vol. 102, no. 12,
pp. 4219–4220, Mar. 2005.

[15] C. J. Tomlin and J. D. Axelrod, “Biology by numbers: Mathematical
modelling in developmental biology,” Nat. Rev. Gen., vol. 8, no. 5,
pp. 331–340, May 2007.

[16] J. R. Beck, “The Markov process in medical prognosis,” Med. Decision
Making, vol. 4, no. 3, pp. 419–458, Dec. 1983.

[17] S. Kim et al., “Can Markov chain models mimic biological regulation?”
J. Biol. Syst., vol. 10, no. 4, pp. 337–357, Nov. 2002.

[18] L. R. Rabiner and B. H. Juang, “An introduction to hidden Markov mod-
els,” IEEE ASSSP Mag., vol. 3, no. 1, pp. 4–16, Jan. 1986.

[19] P. Baldi, Y. Chauvin, T. Hunkapiller, and M. A. McClure, “Hidden
Markov models of biological primary sequence information,” Proc. Nat.
Acad. Sci. USA, vol. 91, no. 3, pp. 1059–1063, Feb. 1994.

[20] R. S. Durbin, R. Eddy, A. Krogh, and G. Mitchison, Biological Se-
quence Analysis: Probabilistic Models of Proteins and Nucleic Acids.
Cambridge, U.K.: Cambridge Univ. Press, 2002.

[21] R. Van Hulst, “On the dynamics of vegetation: Markov chains as models
of succession,” Theory Models Vegetation Sci., vol. 40, no. 1, pp. 3–14,
Sep. 1978.

[22] A. Abate et al., “A mathematical model to study the dynamics of epithelial
cellular networks,” IEEE/ACM Trans. Comput. Biol. Bioinformat., vol. 9,
no. 6, pp. 1607–1620, Nov./Dec. 2012.

[23] R. Bakke, R. Kommedal, and S. Kalvenes, “Quantification of biofilm
accumulation by an optical approach,” J. Microbiol. Methods, vol. 44,
no. 1, pp. 13–26, Feb. 2001.

[24] M. T. Meyer, V. Roy, W. E. Bentley, and R. Ghodssi, “Development
and validation of a microfluidic reactor for biofilm monitoring via opti-
cal methods,” J. Micromech. Microeng., vol. 21, no. 5, pp. 054023-1–
054023-10, May 2011.

[25] S. Yang, Y. Zhou, and J. Baras, “Compositional analysis of dynamic
Bayesian networks and applications to CPS,” in Proc. 3rd Int. Conf.
Cyber-Phys. Syst., Beijing, China, Aug. 17–19, 2012, pp. 1–10.

[26] Y. W. Kim et al., “An enhanced bacterial biofilm treatment using super-
positioned electric field,” in Proc. 7th Int. Conf. (MMB), Marina del Rey,
CA, USA, Apr. 10–12, 2013, pp. 102–103.

[27] Y. W. Kim et al., “Microfluidic biofilm observation, analysis and treat-
ment (Micro-BOAT) platform,” in Proc. A Solid-State Sens., Actuators
Microsyst. Workshop (Hilton Head Workshop), Hilton Head, SC, USA,
Jun. 3–7, 2012, pp. 233–236.

[28] G. M. Whitesides, “The origins and the future of microfluidics,” Nature,
vol. 442, no. 7101, pp. 368–373, Jul. 2006.

[29] D. B. Weibel, W. R. DiLuzio, and G. M. Whitesides, “Microfabrication
meets microbiology,” Nat. Rev. Microbiol., vol. 5, no. 3, pp. 209–218,
Mar. 2007.

[30] G. M. Whitesides, E. Ostuni, S. Takayama, X. Jiang, and D. E. Ingber,
“Soft lithography in biology and biochemistry,” Annu. Rev. Biomed. Eng.,
vol. 3, pp. 335–373, 2001.

[31] J. Kim, M. Hegde, S. H. Kim, T. K. Wood, and A. Jayaraman, “A mi-
crofluidic device for high throughput bacterial biofilm studies,” Lab Chip,
vol. 12, no. 6, pp. 1157–1163, Mar. 2012.

[32] K. P. Kim et al., “In situ monitoring of antibiotic susceptibility of bacterial
biofilms in a microfluidic device,” Lab Chip, vol. 10, no. 23, pp. 3296–
3299, Dec. 2010.

[33] Y. W. Kim et al., “An ALD aluminum oxide passivated surface acous-
tic wave sensor for early biofilm detection,” Sens. Actuators B, Chem.,
vol. 163, no. 1, pp. 136–145, Mar. 2012.

Matthew Mosteller received the M.S. degree in
systems engineering and the B.S. degree in electrical
engineering from the University of Maryland, Col-
lege Park, MD, USA.

He is now with Fish & Richardson, P.C.,
Washington DC, USA.

Mark Austin received the B.S. degree in civil
engineering from the University of Canterbury,
Canterbury, New Zealand, and the M.S. and Ph.D.
degrees in civil engineering from the University of
California, Berkeley, CA, USA.

He is an Associate Professor with the Department
of Civil and Environmental Engineering, University
of Maryland, College Park, MD, USA. He currently
holds a joint appointment with the Institute for Sys-
tems Research. During the past ten years, he has
taught extensively in the Master of Science in Sys-

tems Engineering program, and conducted short courses in systems engineering
at U.S. companies, and in Europe and South America.

Reza Ghodssi (S’92–M’96) received the B.S., M.S.,
and Ph.D. degrees in electrical engineering from the
University of Wiscosin, Madison, WI, USA.

He is the Herbert Rabin Distinguished Chair in
Engineering, the Director of the Institute for Systems
Research, and the Director of the Microelectrome-
chanical System Sensors and Actuators Lab with the
Department of Electrical and Computer Engineering,
University of Maryland, College Park, MD, USA.
His research interests are in the design and devel-
opment of microfabrication technologies and their

applications to micro/nanodevices and systems for chemical and biological
sensing, small-scale energy conversion, and harvesting.

Shah-An Yang received the B.S. degree in electrical
engineering and the Ph.D. degree in electrical en-
gineering from the University of Maryland, College
Park, MD, USA.

He contributed to this project as a Postdoctoral
Associate in systems engineering with the Institute
for Systems Research, University of Maryland. He is
now with Google New York.


